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1. Unit root tests in AR(1) models

1.1. Random walk without drift

Consider the model:

Yt = ϕ Yt−1 + ut, t = 1, 2, . . . , T, (1.1)

Y0 = 0, (1.2)

(ut : t = 1, . . . , T ) ∼ IID
(

0, σ2
)

(1.3)

We wish to test the hypothesis:
H0 : ϕ = 1 (1.4)

Let ϕ̂ be the estimator ofϕ obtained by ordinary least squares (OLS) from equation (1.1).
In contrast with what happens when|ϕ| < 1, the asymptotic distribution of̂ϕ is not normal.
More precisely, we can show that

p lim
T−→∞

√
T (ϕ̂ − 1) = 0.

However,T (ϕ̂ − 1) has an asymptotic distribution which does not depend onσ2. Similarly,
thet statistic associated withH0,

tϕ−1 = (ϕ̂ − 1) /



s2

(

T
∑

t=1

Y 2

t−1

)−1




1/2

.

has an asymptotic distribution which does not depend onσ2. However, the asymptotic
distributions ofT (ϕ̂ − 1) andtϕ−1 are not normal.

Usually the null hypothesisH0 : ϕ = 1 is tested against an alternative of stationarity
(ϕ < 1), so that it is natural to consider one-sided critical regions of the form:

T (ϕ̂ − 1) < c1(α) (1.5)

or
tϕ−1 < c2(α) (1.6)

whereα is the level of the test.
For the case where theut’s are normal, the exact critical points forT (ϕ̂ − 1) and

t1 (ϕ = 1) are given by Fuller (1976, pp. 373 and 375): Table 8.5.1(ρ̂) for T (ϕ̂ − 1) and
Table 8.5.2(τ̂ ) for tϕ−1. These critical points are also asymptotically valid (withT = ∞)
in the case where theut’s are not normal.
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If Y0 6= 0, the same tests can also be applied after replacingYt by Yt − Y0, i.e. we
consider the regression;

Yt − Y0 = ϕ (Yt−1 − Y0) + ut, t = 1, . . . , T. (1.7)

1.2. Random walk with drift

Model :

Yt = µ0 + ϕYt−1 + ut, t = 1, . . . , T, (1.8)

Y0 is fixed, (1.9)

(ut : t = 1, . . . , T ) ∼ IID
(

0, σ2
)

. (1.10)

Hypothesis:
H0 : ϕ = 1. (1.11)

Let ϕ̂ be the OLS estimator ofϕ based on equation (1.8) andtϕ−1 the t statistic asso-
ciated withH0. For testingH0, we can use eitherT (ϕ̂ − 1) or tϕ−1. For the case where
theut’s are normal, exact critical points are given by Fuller (1976, pp. 371 and 373): Ta-
ble 8.5.1

(

ρ̂µ

)

for T (ϕ̂ − 1) and Table 8.5.2(τ̂µ) for tϕ−1. These critical points are also
asymptotically valid (withT = ∞) when theut’s are not normal.

In (1.8), we may also wish to test the null hypothesis

H01 : ϕ = 1 andµ0 = 0 . (1.12)

This can be done by computing the usualF−statistic (sayF01) for H01, and then rejecting
whenF01 is too large. Appropriate critical values are given in Dickey and Fuller (1981);
see also Hamilton (1994, Table B.7, Case 2).

1.3. AR(1) model with trend

Model :

Yt = µ0 + µ1t + ϕYt−1 + ut, t = 1, . . . , T, (1.13)

Y0 is fixed, (1.14)

(ut : t = 1, . . . , T ) ∼ IID
(

0, σ2
)

. (1.15)

H0 : ϕ = 1, (1.16)
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H01 : ϕ = 1 andµ1 = 0, (1.17)

H02 : ϕ = 1 andµ0 = µ1 = 0. (1.18)

Let ϕ̂ be the OLS estimator ofϕ obtained from equation (1.13) and lettϕ−1 thet statistic as-
sociated withH0. Again we can testH0 with T (ϕ̂ − 1) or tϕ−1. For the case where theut’s
are normal, critical points are given by Fuller (1976, pp. 371 and 373): Table 8.5.1(ρ̂τ ) and
Table 8.5.2(τ̂ τ ) for tϕ−1. These critical points are also asymptotically valid (withT = ∞)
when theut’s are not normal.

For testingH01 andH02, we can use the corresponding Fisher statistics. Tables are
available from Dickey and Fuller (1981); forH02, see Hamilton (1994, Table B.7, Case 4).

2. Unit root tests in AR(p) models

2.1. AR(p) model without drift

Model:

Yt =

p
∑

j=1

ϕjYt−j + ut, t = p + 1, . . . , T, (2.1)

(ut : t = 1, . . . , T ) ∼ IID
(

0, σ2
)

, (2.2)

ϕ (B) ≡ 1 − ϕ1B − ϕ2B
2 − · · · − ϕpB

p

has all its roots outside the unit circle

except possibly one which can be equal to1. (2.3)

Hypothesis:
H0 : ϕ (1) = 0 (2.4)

or equivalently,

H0 :

p
∑

j=1

ϕj = 1. (2.5)

UnderH0, we can write
ϕ (B) = (1 − B) ϕ1 (B) (2.6)
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where the polynomialϕ1 (B) has all its roots outside the unit circle. Equation (2.1) canbe
rewritten in the form

Yt = ρ1Yt−1 +

p
∑

j=2

ρj (Yt−j+1 − Yt−j) + ut

= ρ1Yt−1 +

p−1
∑

j=1

ρj+1 (Yt−j − Yt−j−1) + ut

= ρ1Yt−1 +

p−1
∑

j=1

ρj+1∆Yt−j + ut , t = p + 1, . . . , T, (2.7)

where

ρj =
p
∑

i=1

ϕi , for j = 1 ,

= −
p
∑

i=j

ϕi , for j = 2, ... , p ,
(2.8)

and∆ = 1 − B. UnderH0, ρ1 = 1. For testingH0, we can use Student’st statistictρ
1
−1

associated withH0 from the OLS estimation of equation (2.7). Another way of computing
tρ

1
−1 would consist in considering the equivalent equation

∆Yt = ρ1Yt−1 +

p−1
∑

j=1

ρj+1∆Yt−j + ut , t = p + 1, . . . , T, (2.9)

whereρ1 = ρ1 − 1, from which it is easy to see that thet statistictρ
1

for testing

H ′
0 : ρ1 = 0 (2.10)

in (2.9) is identical totρ
1
−1 obtained from (2.7).

From a distributional point of view, the main observation tobe made here is that the
asymptotic distribution oftρ

1
is not affected by the presence of the additional lagged re-

gressors in (2.9) with respect to . The relevant critical points are available in Fuller (1976,
Table 8.5.2,̂τ , n = ∞). These critical points are only valid asymptotically.

The equivalence between (2.1) and (2.7) can be shown as follows:

Yt =

(

p
∑

j=1

ϕj

)

Yt−1 +

p
∑

j=2

(

−
p
∑

i=j

ϕi

)

(Yt−j+1 − Yt−j) + ut
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=

(

p
∑

j=1

ϕj

)

Yt−1 −
p
∑

j=2

∑

i≥j

ϕi (Yt−j+1 − Yt−j) + ut

=

(

p
∑

j=1

ϕj

)

Yt−1 −
p
∑

i=2

i
∑

j=2

ϕi (Yt−j+1 − Yt−j) + ut

=

(

p
∑

j=1

ϕj

)

Yt−1 −
p
∑

i=2

ϕi

i
∑

j=2

(Yt−j+1 − Yt−j) + ut

=

(

p
∑

j=1

ϕj

)

Yt−1 −
p
∑

i=2

ϕi (Yt−1 − Yt−i) + ut

=

(

p
∑

j=1

ϕj

)

Yt−1 −
p
∑

j=2

ϕj (Yt−1 − Yt−j) + ut

=

(

p
∑

j=1

ϕj

)

Yt−1 −
(

p
∑

j=2

ϕj

)

Yt−1 +

p
∑

j=2

ϕjYt−j + ut

=

p
∑

j=1

ϕjYt−j + ut. (2.11)

2.2. AR(p) model with drift

Model:

Yt = µ0 +

p
∑

j=1

ϕjYt−j + ut , t = p + 1, . . . , T, (2.12)

with (2.2) and (2.3).
Hypothesis:

H0 :

p
∑

j=1

ϕj = 1. (2.13)

As for (2.1), model (2.12) can be rewritten in the form

∆Yt = µ0 + ρ1Yt−1 +

p−1
∑

j=1

ρj+1∆Yt−j + ut , t = p + 1, . . . , T, (2.14)
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whereρ1 = ρ1 − 1 andρ1 =
∑p

j=1
ϕj. H0 may then be tested by testing

H ′
0 : ρ1 = 0 (2.15)

in (2.14) using the corresponding OLSt statistic.
If it is assumed thatµ0 = 0, the appropriate tables are those forτ̂µ in Fuller (1976,

Table 8.5.2). Ifµ0 6= 0, theN(0, 1) distribution yields asymptotically valid critical values
for τ̂µ. However, when it is not known whetherµ0 = 0 or µ0 6= 0, one should use the most
conservative critical value: in the case of left-tailed onesided tests, this leads to employ the
critical values applicable whenµ0 = 0.

Similarly, theF−test of

H01 : ρ1 = 0 andµ0 = 0 (2.16)

can be performed done by computing the usualF−statistic (sayF01) for H01 based on
(2.12), and then rejecting whenF01 is too large. The appropriate critical values are the
same as for the AR(1) case ; see Dickey and Fuller (1981) or Hamilton (1994, Table B.7,
Case 2).

2.3. AR(p) model with trend

Model:

Yt = µ0 + µ1t +

p
∑

j=1

ϕjYt−j + ut, t = p + 1, . . . , T, (2.17)

with (2.2) and (2.3).
Hypothesis:

H0 :

p
∑

j=1

ϕj = 1. (2.18)

As in the previous cases, equation (2.17) can be rewritten inthe form

∆Yt = µ0 + µ1t + ρ1Yt−1 +

p−1
∑

j=1

ρj+1∆Yt−j + ut , t = p + 1, . . . , T. (2.19)

H0 may then be tested by testingρ1 = 0 using the OLSt statistic obtained by OLS estima-
tion of equation (2.19).

If it is assumed thatµ1 = 0, the appropriate tables are those forτ̂ τ in Fuller (1976,
Table 8.5.2). Ifµ1 6= 0, theN (0, 1) distribution yields asymptotically valid critical values
for τ̂ τ . However, when it is not known whetherµ1 = 0 or µ1 6= 0, one should use the
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most conservative critical value: in the case of left-tailed one sided tests, this leads one to
employ the critical values applicable whenµ1 = 0.

Similarly, for the joint hypothesis

H01 : ρ1 = 1 andµ1 = 0 , (2.20)

we can use the correspondingF−statistic based on (2.19) and the critical values given by
Dickey and Fuller (1981); forH02, see Hamilton (1994, Table B.7, Case 4).

3. Bibliographic notes

For further discussion of unit root tests, the reader may consult: Said and Dickey (1985),
Schmidt (1990), Dufour and King (1991), Mills (1993, Chapter 3), Enders (1995, Chapter
4), Hamilton (1994, Chapters 15, 16, 17), Fuller (1996, Chapter 10), Tanaka (1996), Dufour
and King (1991), Kiviet and Dufour (1997), Dufour and Kiviet(1998), Maddala and Kim
(1998).
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